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1. BACKGROUND, CONTEXT AND 

SCOPE 
Similar problems have similar solutions and the types 

of problems an entity encounters tend to recur (Leake, 

1996).  

Case-based reasoning (CBR) is an approach to problem 

solving and learning in which specific knowledge 

about previous experiences is used to find solutions to 

a new, similar problem. In CBR, sustained learning is 

incremental as new problems are solved, they are 

added to the existing case-base.  

There are four tasks in the CBR cycle; retrieve, reuse, 

revise and retain. Solving a problem by CBR begins 

with a problem description. This description is 

measured against similar problems which are stored in 

a case base. The similar cases are retrieved from the 

case base and the solutions reused. The solution may 

be revised to better adapt to the new problem and 

finally, this new problem and solution pair is retained 

in the case base CBR learns from experience by 

retaining the knowledge every time a new problem is 

encountered.  

Modelling human behaviour in cognitive science and 

developing artificial intelligent systems are the two 

primary motivations for CBR (Leake, 1996). CBR 

alleviates a number of issues in AI such as knowledge 

acquisition, knowledge maintenance, increased 

problem-solving efficiency, increased quality of 

solutions and user acceptance.  

 

Figure 1: The CBR Cycle (Aamodt and Plaza, 1994) 

2. PROBLEM DESCRIPTION 
K nearest neighbour (KNN) is one of the most 

straightforward classifiers used in CBR. The KNN 

classification method identifies the nearest neighbours 

to a query and decides the class of the query from these 

neighbours (Cunningham, Delany, 2007). 

In CBR, the addition of new cases to the case base 

improves the quality of solutions, increases efficiency 

and allows for greater coverage of problems. However, 

as the case base grows in size, we encounter an issue 

known as the utility problem. The efficiency of the 

system will degrade as the retrieval task begins to take 

a very long time. The utility problem is shown to exist 

when the cost associated with searching for knowledge 

outweighs the benefit of applying the knowledge 

(Houeland, Aamodt, 2010).  

As the case base grows, the efficiency drops. Once an 

optimum case base size has been exceeded, there is a 

trade-off between the quality of the solution and the 

time required to retrieve the solution. Two factors 

determine the scope of the problem; the mean retrieval 

time for a given case-base size and the mean adaptation 

time for the case-base size. As new cases are added 

retrieval costs increase and adaptation savings drop 

(Smyth, 1996).  

3. LITERATURE REVIEW 

3.1 Literature Review 
Francis and Ram proposed to create computational 

models of the utility problem in case based reasoning 

in an attempt to identify the root cause and design an 

effective coping mechanism. The paper concluded that 

the utility problem occurs on both serial and parallel 

machines, but was easier to cope with on parallel 

machines. The coping mechanisms suggested are 

deletion policies and guided search policies (Francis, 

Ram, 1993).  

A 1994 paper by Aamodt and Plaza gives a 

comprehensive overview of the foundational issues in 

case-based reasoning. The methods for case retrieval, 

reuse, solution testing, and learning are discussed 

(Aamodt, Plaza, 1994). 

A 1996 paper by Leake provides an overview of the 

process of CBR, the reasons for using CBR and points 

to new directions to be addressed. The paper suggests 

that the current generation of CBR systems would 

cause challenges such as the case adaptation problem, 

in future research (Leake, 1996).  

Smyth and Cunningham state the argument for large 

case bases in their paper, and provide a thorough 
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analysis of the utility problem and examine the root 

causes (Smyth, Cunninghame, 1996). 

Munoz-Avila suggests that detrimental retrieval is a 

more adequate method than adaptable cases in the 

context of case-based planning. The paper found that 

Eager Case Retention Policy was too permissive 

resulting in large case bases and that Retrieval Failures 

results in decreased competence and increased 

redundancy. Detrimental Retrieval was shown to be the 

most effective (Munoz-Avila, 1999).  

López De Mántaras et al completed a comprehensive 

study on case-based reasoning and the problem solving 

cycle of retrieve, reuse, revise and retain (López De 

Mántaras, 2005).  

3.2 Approaches to Solving Problem 
The current approaches to solving the utility problem 

are either to apply deletion policies or to apply 

indexing methods.  

Smyth and Keane propose a competent deletion policy 

for case-based reasoning systems to minimise the 

utility problem. A common machine learning method 

ensures that the stored knowledge is relevant, and 

deletes the structures that are not considered useful. 

The solution uses  

“…a model of case competence to guide the learning 

and deletion of cases” (Smyth, Keane, 1995). 

Smyth and McKenna propose a new method for 

constructing compact and competent case bases by 

allowing cases to be selected on the basis of their 

individual competence contributions. This method not 

only applies a deletion policy, but also edits the training 

data to ensure that the initial case base is near-optimal 

as all cases in the case base will contribute to 

performance (Smyth, McKenna, 1999).  

Wilson and Martinez provide a review of existing 

algorithms that are used to reduce storage requirements 

in instance-based learning algorithms and propose six 

additional reduction algorithms that can be used to 

remove instances from the concept description and an 

analysis of their performance (Wilson, Martinez, 

2000).  

Case Retrieval Nets are a memory model which apply 

a spreading activation process to the case base in order 

to retrieve cases which are sufficiently similar to the 

posed query case.  

Burkhard and Lenz provide a formal description of 

CRNs and propose it as a suitable method to improve 

the retrieval step in CBR. They found CRNs supported 

efficient case retrieval for case bases up to 35,000 cases 

and CRNs support flexible case retrieval (Burkhard, 

Lenz, 1996). 

In Case Retrieval Nets Applied to Large Case Bases, 

the authors apply CRNs to a large case base and obtain 

results that suggest that CRNs can successfully handle 

larger case bases. The case bases used ranged in size 

from 1,471 to 67,557. The results show that CRNs are 

able to handle the case bases of smaller sizes, a 

shortage of memory was observed storing more than 

40,000 cases. They found the CRNs required 10 

percent less retrieval time than a linear search (Lenz, 

Burkhard, 1996).  

3.3 Gaps in Research 
The research into Big Data Platforms alleviating the 

utility problem has not been sufficiently completed. In 

the most recent paper from Jalali and Leake, they 

implement a big-data version of ensembles of 

adaptation for regression, using MapReduce to 

illustrate the practicality of this solution. The results 

were encouraging for the application of big data 

methods to the complete CBR process. The next 

direction of this research is to compare accuracy and 

speed performance of traditional methods and big data 

methods for CBR (Jalali, Leake, 2015). 

4. RESEARCH QUESTION 
 

“Can Hadoop, implementing MapReduce, improve the 

performance of retrieval in Case Based Reasoning to 

alleviate the Utility Problem?” 

 

5. HYPOTHESIS 
The Utility problem which presents in case-based 

reasoning for very large case bases can be better 

addressed using big-data platforms such as Hadoop 

which implement the programming model MapReduce 

compared to current indexing techniques such as Case 

Retrieval Nets. If both methods are applied to the same 

very large case base which has been shown to exhibit 

the utility problem, the big-data method will show 

better performance than the CRN method.  

The objective of the research is to show that current 

solutions for alleviating the utility problem are not 

effective and the use of a big data platform will show 

better performance. The utility problem will be shown 

to exist by first carrying out the k-Nearest Neighbour 

method on a very large case base. The CRN method 

will be applied to the same case base and will show 

some improvement but still exhibit the problem. The 

big-data method will then be applied and the increase 
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in performance will be measured by the time it takes to 

complete the retrieval task.  

The research methodologies used are quantitative. The 

three scenarios will measure the time taken to retrieve 

cases from the case base for a given query and the 

results will be plotted on a graph for comparison. The 

results will clearly show the difference in performance 

for the three methods.  

Secondary research is ongoing to complete a 

comprehensive literature review of the previous 

research already completed on case based reasoning, 

the utility problem and current solutions. 

6. DESIGN AND IMPLEMENTATION 
The study will be carried out in three parts. A very large 

case base is required so that results can be collected for 

many different sized case bases. A paper investigating 

CRNs found performance issues for case bases of 

40,000 cases, a data set of at least 1 million will be used 

so that the case-base size can be gradually increased to 

show how the performance degrades. The content of 

the case base is not that important, the only requirement 

is that it is large enough.  

The first stage will use the k-Nearest Neighbour 

classifier on the case base to show the existence of the 

utility problem. The next stage will apply the CRN 

method to the same case base to show some 

improvement on the linear approach but will still 

exhibit the utility problem for larger case-bases. The 

final stage will apply the big data method to the case 

base. The big data platform that will be used will be 

Hadoop, and it will use the programming model 

MapReduce to execute the CBR retrieval step.  

The first step will use a very small sample of the 

dataset, one which will not suffer from the utility 

problem. The size of the case base will be increased for 

each new retrieval step and the performance measured 

as the time taken to retrieve the cases from the case 

base. The utility problem will occur as the case base 

gets larger and performance will deteriorate. The time 

taken to retrieve cases from the case base will be 

recorded to measure performance and the degradation 

in performance can be described with a graph which 

shows time taken on the x-axis and number of cases on 

the y-axis.   

CRNs will be used on the same sample sizes with the 

same query so that the performance can be measured 

on retrieval time. There will be an improvement in 

performance, as has been shown in previous literature, 

but as the dataset becomes very large the utility 

problem will still occur. The data will be plotted on the 

same graph as the kNN results to show the difference 

in speeds between the two methods.  

MapReduce is a programming model which can 

process large datasets. A map function is specified 

which processes key/value pairs to generate a set of 

intermediate key/value pairs and so would be an ideal 

solution for a case-based reasoning problem. Hadoop 

MapReduce can process very large amounts of data in 

parallel on large clusters. The same query will be 

carried out using this method on the same sample sizes 

and the time take to retrieve the cases recorded. The 

performance of the three methods can then be 

compared by plotting the results of this stage of the 

experiment alongside the previous two graphs.   

The UCI repository of machine learning has several 

data sets that are larger than 1 million which would be 

suitable for the proposed evaluation. One such data set 

is the Knowledge Discovery and Data Mining Tools 

Competition Data for 1999. This dataset contains 

simulated intrusions in a military network environment 

and the problem to solve would be whether a new 

connection would be considered “good” or “bad” based 

on the cases in the database. The data set has 4 million 

entries, which will be sufficient for the problem 

proposed.  

7. EVALUATION OF DESIGN 
The evaluation will be completed on the three stages of 

the experiment. The performance was measured as the 

time taken to retrieve the cases from the case base. The 

improvement in performance can be calculated and a 

complete statistical analysis will be performed on the 

results. The content of the dataset used for testing is not 

that relevant to the study but a description of the 

content is still required to understand the query that 

will be carried out on the case base and the cases that 

are retrieved. Consideration will need to be taken to 

make sure the accuracy of the results is constant for all 

stages of the experiment so that performance can be 

measured by speed alone, if the accuracy of the results 

varies this will need to be used as a measurement also.  

The hypothesis will be accepted if the results show the 

big data platform performed better than both the CRNs 

and kNN classifier. It is thought that the big data 

platform will show a significant improvement on the 

CRNs method as the literature has shown that this 

method still suffers from the utility problem when the 

case base gets into the tens of thousands. If the big data 

platform does not exhibit the utility problem for the 

case base of one million entries than the utility problem 
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can be said to be alleviated. If this solution were a 

viable option there would be no requirement for 

deletion methods to reduce the size of the case base.  

The findings can be related to the research question as 

we can show that we have alleviated the utility problem 

using a big data platform with the results. The results 

will give us a comparison of how a big data platform 

performs against CRNs and kNN. A statistical analysis 

will show what percentage difference there is in 

performance and this will show how much the method 

alleviates or does not alleviate the utility problem. 

8. BIBLIOGRAPHY 
Francis, A., Ram, A. (1993) “Computational Models of 

the Utility Problem and their Application to a Utility 

Analysis of Case-Based Reasoning” Proceedings of 

the Workshop on Knowledge Compilation and Speedup 

Learning. 

Aamodt, A., Plaza. E. (1994) “Case-based reasoning: 

Foundational issues, methodological variations, and 

system approaches.” AI Communications Issue 7 

Volume 1 pp. 39–59. 

Smyth, B., Keane, M. (1995) “Remembering to 

Forget” Proceedings of the 14th International Join 

Conference on Artificial Intelligence pp. 377-382. 

Leake, D., (1996) “CBR in Context: The Present and 

the Future.” Case-Based Reasoning: Experiences, 

Lessons, and Future Directions” pp. 1-30 

Smyth, B., Cunningham, P. (1996) “The Utility 

Problem Analysed: A Case-Based Reasoning 

Persepctive” Third European Workshop on Case-

Based Reasoning. Switzerland. 

Lenz, M., Burkhard, H.D., Brückner, S., (1996). 

“Applying case retrieval nets to diagnostic tasks in 

technical domains”. Advances in Case-Based 

Reasoning pp. 219-233.  

Lenz, M. (1996) “Case Retrieval Nets Applied to Large 

Case Bases” Humboldt University 1996 Conference 

pp. 111-118. 

Lenz, M. and Burkhard, H.D., (1996). Case retrieval 

nets: Basic ideas and extensions. KI-96 Advances in 

Artificial Intelligence Volume 1137, pp. 227-239.  

Munoz-Avila, H. (1999) “A Case Retention Policy 

based on Detrimental Retrieval” Case-Based 

Reasoning Research and Development Volume 1650 

pp. 276-287. 

Smyth, B., McKenna, E. (1999) “Building Compact 

Competent Case-Bases” Case-Based Reasoning 

Research and Development Volume 1650, pp. 329-

342. 

Wilson, R., Martinez, T. (2000) “Reduction 

Techniques for Instanced-Based Learning Algorithms” 

Machine Learning Vol. 38, pp. 257-286. 

Smyth, B., Keane, M. (2001) “Hierarchical Case-based 

Reasoning Integrating Case-based and 

Decompositional Problem-Solving Techniques for 

Plant-Control Software Design” IEEE Transaction on 

Knowledge and Data Engineering Volume 13, Issue 5, 

pp. 793-812.  

Ontanon, S., Plaza, E. (2003) “Collaborative Case 

Retention Strategies for CBR Agents” Case Based 

Reasoning Research and Development Vol. 2689 pp. 

392-406. 

López De Mántaras, R. et al (2005) “Retrieval, reuse, 

revision, and retention in case-based reasoning” The 

Knowledge Engineering Review” Vol. 20 Issue 3 pp. 

215-240. 

Xiong, N., Funk, P. (2006) “Building Similarity 

Metrics Reflecting Utility in Case-based Reasoning” 

Journal of Intelligent and Fuzzy Systems Volume 17 

Issue 4 pp. 407-416. 

Bridge, D., Goker, M., McGinty, L., Smyth, B. (2006) 

“Case-based recommender systems” The Knowledge 

Engineering Review Volume 20 Issue 3 pp. 315-320. 

Plaza, E., McGinty, L. (2006) “Distributed case-based 

reasoning” The Knowledge Engineering Review 

Volume 20 Issue 3 pp. 261-265.  

Cunningham, P. and Delany, S.J., (2007) “k-Nearest 

neighbour classifiers” Multiple Classifier Systems, 

pp.1-17. 

Plaza, E. (2008) “Semantics and Experience in the 

Future Web” Advances in Case-Based Reasoning Vol. 

5239 pp. 44-58.  

Houeland, T., Aamodt, A. (2010) “The Utility Problem 

for lazy learners – towards a non-eager approach” 

Case-Based Reasoning Research and Development 

Vol. 6179 pp. 141-155. 

Jalali, V., Leake, D. (2013) “Extending Case 

Adaptation with Automatically-Generated Ensembles 

of Adaptation Rules” Case-Based Reasoning Research 

and Development Volume 7969 pp 188-202.  

Hayes, M., Shah, S. (2013) “Hourglass: A Library for 

Incremental Processing on Hadoop” 2013 IEEE 

International Conference on Big Data pp. 742-745. 



NAOMI SMYTH – C06473075 6 

 

Jalali, V., Leake, D. (2013) “A Context-Aware 

Approach to Selecting Adaptations for Case-Based 

Reasoning” Modelling and Using Context Volume 

8175 pp. 101-114. 

Jalali, V., Leake, D. (2014) “On Retention of 

Adaptation Rules” Case-Based Reasoning Research 

and Development Volume 8765 pp. 200-214. 

Jalali, V., Leake, D. (2015) “CBR Meets Big Data: A 

Case Study of Large-Scale Adaptation Rule” Case-

Based Reasoning Research and Development Volume 

9343 pp. 181-196. 

 

9. ACTIVITIES 
The dataset has already been found, a dataset of 4 

million entities will be used from the machine learning 

repository.  

Secondary research is ongoing, about 30 papers have 

been read in the area of case-based reasoning, the 

utility problem and big-data platforms. More research 

into Hadoop and MapReduce is required. Due to finish 

mid-February.  

The Big Data Platform will be hosted on a cloud server 

such as Amazon Web Services and approval for this 

expense will be requested first when term 

recommences in January. 

The kNN classifier will be applied to the dataset first, 

this is a straightforward classifier but it will take time 

getting sufficient result on such a large dataset and the 

classifier will be repeated on varying sized samples of 

the dataset. Due to finish mid-February.  

Whilst the experiments are ongoing the programming 

model MapReduce needs to be learnt over two weeks. 

Some programming will be required to execute the 

CRNs method which will be carried out next. The 

experiments and analysis will be completed by the end 

of March. 

The MapReduce program will be written as the 

experiments with CRNs are being carried out in mid-

March over one week. 

The Big data method will be applied after the results of 

CRNs has been collected due to be completed by the 

end of April. 

The results will be evaluated and a statistical analysis 

will be completed and the report will be written up due 

to be completed by the end of May. 
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